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Statistical Methods and Tools for Process Validation
1 Introduction

Process validation establishes a process that can consistently conform to requirements and establishes objective evidence that this is the case. Process development and optimization may lead directly to the validation of the process. In other words, the methods for developing and optimizing a process may be used (and the data created) to demonstrate process capability and stability. Thus, the distinction between process development and process validation is not always clear.

However, many processes are well established and subject to routine process validation. The manufacturer may have already used many of the methods and tools described here. The review of validation methods and tools for existing processes may be helpful to improve validation protocols and improve processes.

This document describes the many contributions that statistical methods and tools can make to validation. The tools described in Section 3 use small caps to identify them.

Nonconformities often occur because of errors made and because of excessive variation. Obtaining a process that consistently conforms to requirements requires a balanced approach using both mistake proofing and variation reduction tools. When a nonconformance occurs because of an error, apply mistake proofing methods. Mistake proofing prevents an error from occurring or going undetected when it does occur.

However, many nonconformities are not the result of errors; instead, they are the result of excessive variation and off-target processes. Reducing variation and proper targeting of a process requires identifying the key input variables and establishing controls on these inputs to ensure that the outputs conform to requirements.

One output of process validation is a control plan. The final phase of validation requires demonstrating that this control plan works, i.e., that it results in a process that can consistently conform to requirements. One key tool here is a capability study. A capability study measures the ability of the process to meet the specifications consistently. It is appropriate for measurable characteristics where nonconformities are due to variation and off-target conditions. Perform testing at both nominal and worst-case conditions. In the event of potential errors, perform challenge tests to demonstrate that mistake proofing methods designed to detect or prevent such errors are working. Acceptance sampling plans can be useful in optimizing the number of samples to be tested and to demonstrate conformance to specification.

2 Primer on Statistics and Process Validation
Each unit of product differs to some small degree from all other units of product. These differences, no matter how small, are variation. One method to characterize variation measures samples and draws a histogram. 

For example, one operation involves cutting wire into 100 cm lengths. The tolerance is 100 ± 5 cm. Select a simple random sample of 12 wires and measure each one with the following results:
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Construct a histogram, as shown in Figure 1. The width of the data in the histogram represents the variation.
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Figure 1 Wire Length Sample Histogram
Of special interest are whether the histogram is centered and whether the histogram is narrow enough to fit easily within the specification limits. Estimate the center of the histogram by calculating the average of the 12 readings, which is 99.99 cm. Estimate the width of the histogram by calculating either the range or standard deviation. The range of the above readings is 7.0 cm. The standard deviation is 2.06 cm. The standard deviation represents the typical distance a unit is from the average. Approximately half of the units are within ±1 standard deviation of the average and about half of the units are more than one standard deviation away from the average. On the other hand, the range represents an interval containing all the units. The range is typically 3 to 6 times the standard deviation.

Frequently, histograms take on a bell-shaped appearance called the normal curve as shown in Figure 2. For the normal curve, 99.73% of the units fall within ± 3 standard deviations of the average.
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Figure 2 Normal Curve Applied to the Histogram
For measurable characteristics like wire length, fill volume, and seal strength, the goal is to optimize the average and reduce the variation. Optimization of the average may mean:

· centering the process, as in the case of fill volumes;

· maximizing the average, as is the case of seal strengths; or
· minimizing the average, as is the case of harmful emissions.

In all cases, variation reduction is also required to ensure all units are within specifications. Reducing variation requires the achievement of stable and capable processes. Figure 3 shows an unstable process. The process is constantly changing. The average shifts up and down. The variation increases and decreases. The total variation increases because of the shifting.
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Figure 3 An Unstable Process

Instead, the desired state is a stable process as shown in Figure 4. Stable processes produce a consistent level of performance. The total variation goes down and the process is more predictable.
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Figure 4 A Stable Process

However, stability is not the only thing required. With consistent performance, the remaining variation must safely fit within the upper and lower specification limits. Such a process is both stable and capable. Such a process can be relied on to consistently produce good product as illustrated in Figure 5.
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Figure 5 A Capable Process

A capability study determines whether a process is stable and capable. It involves collecting samples over a time-period. Estimate the average and standard deviation of each time-period and plot the estimates on a control chart. These control charts help determine if the process is stable. If it is, combine the data into a single histogram to determine the process capability. To help determine if the process is capable, several capability indices measure how well the histogram fits within the specification limits. One index called Cp evaluates the variation. Another index Cpk evaluates the centering of the process. Together these two indices help to decide whether the process meets its requirements. The values required to pass depend on the severity of the defect (major, minor, critical) that the manufacturer considers acceptable.

While capability studies evaluate the ability of a process to consistently produce good product, these studies do little to help achieve such processes. Reducing variation and the achievement of stable processes requires the use of numerous variation reduction tools. Variation of the output comes from variation of the inputs. Consider the example of a simple system, such as a pump for moving fluids:
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Figure 6 The Pump

An output is flow rate. The pump uses a piston to draw a fluid into a chamber through one opening and then pushes it back out another opening. Valves keep the fluid moving in the right direction. The flow rate changes with piston radius, stroke length, motor speed, and valve backflow to name a few. The target flow rate comes from the design of the piston radius, stroke length, motor speed, etc. The actual flow rate will vary due to variation in wear of the piston, wear of the bearings, wear of the valves, variation of the motor speed, temperature/viscosity of the fluid, etc. Variation of the inputs creates variation in the output as shown below.
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Figure 7 Transmission of Variation

Reducing variation requires identifying the key input variables affecting the outputs, designing the process to take advantage of relative input sensitivities (the relationships between cylinder radius, stroke length, motor speed and output) and establishing controls on input variation (wear, motor speed, temperature/viscosity, etc.) to ensure that the outputs conform to their established specifications. In general, one should:

· identify the key input variables;

· understand the effect of these inputs on the output; and 

· understand how the inputs behave.

Use this information to establish targets (nominal values) and tolerances (windows) for the inputs.
One type of designed experiment called a screening experiment can identify the key inputs. Another type of designed experiment called a response surface study can help obtain a detailed understanding of the effects of the key inputs on the outputs. Capability studies assist to understand the behavior of the key inputs. Armed with this knowledge, robust design methods can identify optimal targets for the inputs and tolerance analysis can establish operating windows or control schemes that ensure the output consistently conforms to requirements.

The obvious approach to reducing variation is to tighten tolerances on the inputs. This improves quality but generally drives up costs. The robust design methods provide an alternative. Robust design works by selecting targets for the inputs that make the outputs less sensitive (more robust) to the variation of the inputs as shown below. The result is less variation and higher quality but without the added costs. Several approaches to robust design exist including Taguchi methods, dual response approach, and robust tolerance analysis.
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Figure 9: Robust Design

Another important tool is a control chart.
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Figure 10: Control Chart

By monitoring the results of changes of inputs through control charting, the resultant variation in output can be determined and inherent variation of the process identified. Ultimately, control charting can continuously monitor the process and assure a state of validated control. Control or action levels can be determined to adjust the process and maintain the process within the control limits.

Many other tools also exist for identifying key inputs and sources of variation including component swapping studies, multi-vari charts, analysis of means (ANOM), variance components analysis, and analysis of variance (ANOVA).
When studying variation, good measurements are required. Perform an evaluation of the measurement system using a gauge R&R or similar study.

3 Descriptions of the Tools

Acceptance Sampling Plan – An acceptance sampling plan takes a sample of product and uses this sample to make an accept or reject decision. Acceptance sampling plans in manufacturing can decide whether to accept (release) or to reject (hold) lots of product. However, they can also be used during validation to accept (pass) or to reject (fail) the process. Following the acceptance by a sampling plan, one can make a confidence statement such as, “With 95% confidence, the nonconformance rate is below 1%.”

Analysis of Means (ANOM) – Statistical study for determining if significant differences exist between cavities, instruments, etc. It has many uses including determining if a measurement device is reproducible with respect to operators and determining if differences exists between fill heads, etc. It is a simpler and more graphical alternative to Analysis of Variance (ANOVA).

Analysis of Variance (ANOVA) – Statistical study for determining if significant differences exist between cavities, instruments, etc. Statistically, this is a methodology for evaluating the results of factorial experiments designed to determine the relative influence of the factors and interactions that cause variation in a process. It is an alternative to Analysis of Means (ANOM).

Capability Study – Capability studies evaluate the ability of a process to meet a specification consistently. In a capability study, select a small number of units periodically over time. Each time-period forms a subgroup. Calculate the average and range for each subgroup. Plot the averages and ranges over time using a control chart to determine if the process is stable or consistent over time. If so, combine the samples to determine process centering and small variation by calculating capability indexes. The most commonly used capability indices are Cp and Cpk. Acceptable values means the process consistently produces product that meets the specification limits. Capability studies can demonstrate that the outputs consistently meet the specifications. However, they can also study the behavior of the inputs in order to perform a tolerance analysis.

Challenge Test – A challenge test is a test or check performed to demonstrate that a feature or function is working. For example, to demonstrate that the power backup is functioning, cut the power to the process. To demonstrate that a sensor designed to detect bubbles in a line works, purposely introduce bubbles.
Component Swapping Study – This study type isolates the cause of a difference between two units of product or two pieces of equipment. It requires the ability to disassemble units and swap components to determine if the difference remains with original units or moves with the swapped components.

Control Chart – Control charts detect changes in the process. Select a sample, typically consisting of five consecutive units, periodically. Calculate and plot the average and range of each sample. The plot of the averages helps determine if the process average changes. The plot of the ranges helps determine if the process variation changes. To aid in determining if a change has occurred, calculate control limits and draw them on the plots. The control limits represent the maximum amount that the average or range should vary if the process does not change. A point outside the control limits indicates that the process has changed. When a control chart identifies a change, investigate and eliminate the cause. Control charts help to identify key input variables causing the process to shift and aid in the reduction of the variation. Control charts can also help as part of a capability study to demonstrate that the process is stable or consistent.

Designed Experiment (Design of Experiments or DOE) – The term designed experiment is a general term that encompasses screening experiments, response surface studies, and analysis of variance. In general, a designed experiment involves purposely changing one or more inputs and measuring the resulting effect on one or more outputs.

Dual Response Approach to Robust Design – This is one of three approaches to robust design, involving response surface studies to model the average and variation of the outputs separately. The results help select targets for the inputs that minimize the variation while centering the average on the target. It requires that the variation during the study be representative of long-term manufacturing. Alternatives are Taguchi methods and robust tolerance analysis.

Failure Modes and Effects Analysis (FMEA) – An FMEA is systematic analysis of the potential failure modes. It includes the identification of possible failure modes, determination of the potential causes and consequences, and an analysis of the associated risk. It also includes a record of corrective actions or controls implemented resulting in a detailed control plan. FMEAs apply in a variety of situations including design, product, and process. Typically, an FMEA applies at the component level, starting with potential failures and then tracing up to the consequences. This is a bottom up approach. A variation is a Fault Tree Analysis, which starts with possible consequences and traces down to the potential causes. This is the top down approach. An FMEA tends to be more detailed and better at identifying potential problems. However, a fault tree analysis is applicable earlier in the design process before the design has been resolved down to individual components.

Fault Tree Analysis (FTA) – A variation of a failure analysis. See FMEA for a comparison.

Gauge R&R Study – Study for evaluating the precision and accuracy of a measurement device and the reproducibility of the device with respect to operators.

Mistake Proofing Methods – Mistake proofing refers to the broad array of methods used to make the occurrence of a defect impossible or to ensure the detection of the defect. The general strategy is to first attempt to make it impossible for the defect to occur. For example, to make it impossible for a part to be assembled backwards, make the ends of the part different sizes or shapes so that the part only fits one way. If this is not possible, attempt to ensure detection of the defect. This might involve mounting a bar above a chute that will stop any parts that are too high from continuing down the line. Other possibilities include reducing the effect of a defect (seat belts in cars) and reducing the chance of human errors by implementing self-checks.

Multi-Vari Chart – Graphical procedure for isolating the largest source of variation so that further efforts concentrate on the largest source of variation.

Response Surface Study – A response surface study is a special type of designed experiment that models the relationship between the key input variables and the outputs. Performing a response surface study involves running the process at different settings for the inputs, called trials, and measuring the resulting outputs. An equation fit to the data models the effects of the inputs on the outputs. This equation can help find optimal targets using robust design methods and to establish targets or operating windows using a tolerance analysis. The number of trials required by a response surface study increases exponentially with the number of inputs. It is desirable to keep the number of inputs studied to a minimum. However, failure to include a key input can compromise the results. To ensure that only the key input variables are included in the study, a screening experiment frequently precedes the response surface study.

Robust Design Methods – Robust design methods refers collectively to the different methods of selecting optimal targets for the inputs. Generally, when one thinks of reducing variation, tightening tolerances comes to mind. However, as demonstrated by Taguchi, variation reduction can come from the careful selection of targets. When nonlinear relationships exist between the inputs and the outputs, one can select targets for the inputs that make the outputs less sensitive to the inputs. The result is that while the inputs continue to vary, they transmit less of this variation to the output. The result is that the output varies less. Reducing variation by adjusting targets is robust design. In robust design, the objective is to select targets for the inputs that result in on-target performance with minimum variation. Several methods of obtaining robust designs exist including robust tolerance analysis, dual response approach, and Taguchi methods.

Robust Tolerance Analysis – This is one of three approaches to robust design. It involves running a designed experiment to model the output’s average and then using the statistical approach to tolerance analysis to predict the output’s variation. It requires estimates of the amounts that the inputs will vary during long-term manufacturing. Alternatives are Taguchi methods and dual response approach.

Screening Experiment – A screening experiment is a special type of designed experiment whose primary purpose is to identify the key input variables. Screening experiments may be fractional factorial experiments or Taguchi L-arrays. Performing a screening experiment involves running the process at different settings for the inputs, called trials, and measuring the resulting outputs. From this, it can be determined which inputs affect the outputs. Screening experiments typically require twice as many trials as input variables. For example, 8 variables need only 16 trials for study. This makes it possible to study a large number of inputs in a reasonable amount of time. Starting with a larger number of variables reduces the chances of missing an important variable. Frequently a response surface study follows following a screening experiment to gain further understanding of the affects of the key input variables on the outputs.

Taguchi Methods – This is one of three approaches to robust design. It involves running a designed experiment to get a rough understanding of the effects of the input targets on the average and variation. The results select targets for the inputs that minimize the variation while centering the average on the target. This is similar to the dual response approach except that during the study, the inputs receive small adjustments to mimic long-term manufacturing variation. Alternatives are the dual response approach and robust tolerance analysis.

Tolerance Analysis – Tolerance analysis helps set operating windows for the inputs that ensure the outputs will conform to requirements. Performing a tolerance analysis requires an equation describing the effects of the inputs on the output. If such an equation is not available, a response surface study can prove one. To help ensure manufacturability, base input tolerances on the plant’s and the supplier’s ability to control them. Capability studies can help estimate the ranges over which the inputs currently vary. If this does not result in an acceptable range for the output, then tighten the tolerance of at least one input. However, tightening a tolerance beyond the current capability of the plant or supplier requires process improvements, selection of a new plant, or selection of a new supplier. Before tightening any tolerances, consider robust design methods.

Variance Components Analysis – This is a statistical study used to estimate the relative contributions of several sources of variation. For example, variation on a multi-head filler could be the result of shifting of the process average over time, filling head differences, and short-term variation within a fill head. A variance components analysis can help estimate the amount of variation contributed by each source.
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